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1. O(TpL?) algorithm for LPTV system realization

» T — # of samples
» p — # of outputs (dim(y))
» L — upper bound of the order

2. algorithm for LPTV maximum likelihood identification
with O(TpL?) cost per iteration
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Autonomous LPTV systems

» state space representation (o — shift operator)
B(AC):={y|ox=Ax, y=Cx, x(1)=xni € R" }
» change of basis, i.e.,
% = B(A,C) = B(A,C)
A=cVAV',  C=cVv'
» P-periodicity

A=cPA,  Cc=6"C, V=06V



Problem formulation
realization
» given: y = (y(1),...,y(T)), period P, and order n
» find: A, C, such that ye %’(7\, 5)

identification
» given: y = (y(1),...,¥(T)), period P, and order n

minimize overyand Z |y —|-
subjectto ye % e LonP

Zo.n,p — set of autonomous LPTV systems with
order at most n and period P (0 = no inputs)
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“lifting” operator

y(1)] [y(P+1) y((T'=1)P)
y' =liftp(y) = C : :
y(P) y(2P) y(T'P)

Theorem 1
» B(A,C) — LPTV of order n, period P, with p outputs

> liftp (2(A, C)) — LTI of order n, with p’ := pP outputs



|dentification of the lifted system
> liftp((A, C)) admits nth order repr. Z(®, V)

» ¥y — (®,V) is classical realization problem

v

can be solved, e.g., by Kung’s method

Ay -0y o6 3y O
L(y)=0(®,V)0(P " Xpn) C c pox(T'-1)

Hankel (0] C

v

&7 is a solution of the shift equation
00=0

W is the first block-element of O

v
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Computation of the model parameters

Theorem 2
» define A= (7\1,...,7\,3) and C = (7\1,...,7\,3) via

Ai=...=Ap_1=1lp, Ap:=0
coI(C1, ,C) \U CeIRipXn

(note that W = ApAp_1 - AsA+)

> %(6,@) (LTI) is equivalent to %(7\, 6) (LPTV), i.e.,

B(®,V) = liftp(#(A, C))



Proof

> we have to show that a response y of liftp(%(A, C))
is also a response of %(@, V) and vice verse

> the response of Z(A, C) o Xin; is

y(1) = CiXni, .., y(P)= CpXini
Y(P+1)=Ci®xni, ..., Y(2P)=CpPxin
y({P+1)=Ci0 X, ..., y(({'+1)P)=Cpd' xpy

> the response of Z(®, V) to iy is

/\/\,

Y (1) =Vxini, V(2)=Vdxpni, ..., y(')=Vdlxy
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» by the definition of ¥, we have

» this shows that the two responses are equivalent up
to the reshaping done by liftp
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Theorem 1

B(A,C) liftp (2(A, C))
Kung
#(A,C) B(, V)

Theorem 2
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Summary

LPTV «— LTI

B(A,C) —TeOrM T ((A, C))
exact Kung
identified i
#(A,C) 1 B(®,0)
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Modified method
» using the “transposed” lifted sequence
y =y (M), YT () e RN

» the Hankel matrix factorization becomes

- N PR Oc RLXn
J(Y') :\@)L(Q’JXJQ' @’?,_Lﬂ(d),\ll)J C e R*e(T-1)
Hankel (o] C

» & is a solution of the shift equation
00" =0
» W7 is the first block element of C
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|dentification

» the SYSID problem is equivalent to

minimize over y -y
| y ly .szAT (SLRA)
subjectto rank (7,41 (lifte(y'))) <n
» (SLRA) is Hankel structured low-rank approximation
» existing methods can be used, e.g.,

rank (41 (lifte(¥'))) <n <=
IR0 Rz 4 (lifte(y")) =0, RR" =1
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Simulation setup

» the data is generated by an output error model
y=y+y, where ycBc %, pandy~N(0,s2)
split into identification (3/4) and validation (1/4) parts

» 2 is Mathieu oscillator—spring-mass-damper system
with time-periodic spring stiffness

- 0 1 _
AT:[Q1 éz,J’ C.=[1 0]

» in the example P=3 and T' =20
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The data and its approximation

0.3
——true data

o2t ¢ | noisy data .
---- approximation

10 20 30 40 50 60
time
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Average approximation error

Wval—Yuatll2
[ Wvai—mean(yya)ll2
o
(2]

error

0 0.1 0.2 0.3 0.4
noise standard deviation
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[y mean(y)
0.03-.

~

O std(y)

0.02r v

001 r ."‘,\
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Definitions
» block-Hankel matrix

y(1)  y(@) y@B) - y(T-L+1)]
y@ y@® y(T—-L+1)
HLY) = | y(3) :
V(L) y(L+1) - y(T)
» extended observability matrix
[ c(1)
C(2)A(1)
0.(A,C) := C(3)A(2)A(1)
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