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### 1.1 Introduction

The claim that
"Behind every data modeling problem there is a (hidden) low rank approximation problem"
is demonstrated in this book chapter via four problems in computer vision:

- multidimensional scaling,
- conic section fitting,
- fundamental matrix estimation, and
- least squares contour alignment.

A matrix constructed from exact data is rank deficient. The corresponding data fitting problem in the case of noisy data is a rank constraint optimization problem. In general, rank constraint optimization is a hard nonconvex problem, for which application specific heuristics are proposed. In the chapter, I do not describe solution methods for rank constraint optimization but refer the reader to the literature.

Our main contribution is the analytic solution of contour alignment problem presented in Section 1.5.1. This problem is also nonconvex in the original problem variables, however, a nonlinear change of variables, renders the problem convex in the transformed variables. The link to low-rank approximation (the motto of the chapter) is presented in Section 1.5.4, where the problem is shown to be equivalent to the orthogonal Procrustes problem, which is a constrained low-rank approximation problem [12].

### 1.2 Multidimensional scaling

Consider $N$ points $\left\{x_{1}, \ldots, x_{N}\right\}$ in an $n$-dimensional real space and let $d_{i j}$ be the squared Euclidean distances between $x_{i}$ and $x_{j}$. The matrix $D=\left[d_{i j}\right] \in \mathbb{R}^{N \times N}$ of the pair-wise squared distances is symmetric, element-wise nonnegative, and has zero diagonal elements. Moreover, since

$$
d_{i j}:=\left(x_{i}-x_{j}\right)^{\top}\left(x_{i}-x_{j}\right)=x_{i}^{\top} x_{i}-2 x_{i}^{\top} x_{j}+x_{j}^{\top} x_{j}
$$

$D$ has the following structure

$$
D=\left[\begin{array}{c}
x_{1}^{\top} x_{1} \\
\vdots \\
x_{N}^{\top} x_{N}
\end{array}\right]\left[\begin{array}{lll}
1 & \cdots & 1
\end{array}\right]-2\left[\begin{array}{c}
x_{1}^{\top} \\
\vdots \\
x_{N}^{\top}
\end{array}\right]\left[\begin{array}{lll}
x_{1} & \cdots & x_{N}
\end{array}\right]+\left[\begin{array}{c}
1 \\
\vdots \\
1
\end{array}\right]\left[\begin{array}{lll}
x_{1}^{\top} x_{1} & \cdots & x_{N}^{\top} x_{N}
\end{array}\right]
$$

or

$$
\begin{equation*}
D=\operatorname{diag}\left(X^{\top} X\right) \mathbf{1}_{N}^{\top}-2 X^{\top} X+\mathbf{1}_{N} \operatorname{diag}^{\top}\left(X^{\top} X\right)=: \mathscr{S}(X) \tag{1.1}
\end{equation*}
$$

where

$$
X:=\left[\begin{array}{lll}
x_{1} & \cdots & x_{N}
\end{array}\right] \quad \text { and } \quad \mathbf{1}_{N}=\left[\begin{array}{lll}
1 & \cdots & 1
\end{array}\right]^{\top} \in \mathbb{R}^{N}
$$

In particular, from (1.1) it can be seen that $D$ is rank deficient:

$$
\begin{equation*}
\operatorname{rank}(D) \leq n+2 \tag{1.2}
\end{equation*}
$$

The image of the function $\mathscr{S}: X \mapsto D$ is refered to as the set of element-wise-squared-distance matrices. The inverse of $\mathscr{S}$ is a set valued function

$$
\mathscr{S}^{-1}(D):=\{X \mid(1.1) \text { holds }\}
$$

If $D$ is a distance matrix of a set of points $X, \mathscr{S}^{-1}(D)$ consists of all rigid transformations (translation, rotation, and reflection) of $X$. In other words the nonuniqueness in finding $X$, given $D$, is up to a rigid transformation.

Theorem 1. Let $D$ be a distance matrix and let $\bar{X}$ be a particular solution of the equation (1.1). Then

$$
\mathscr{S}^{-1}(D)=\left\{R \bar{X}+c \mathbf{1}_{N}^{\top} \mid c \in \mathbb{R}^{n} \text { and } R \in \mathbb{R}^{n \times n}, \text { such that } R R^{\top}=I\right\}
$$

The considered problem is defined informally as follows:
Given noisy and incomplete information about the pair-wise squareddistances $d_{i j}$ among the points $\left\{x_{1}, \ldots, x_{N}\right\}$ and the dimension $n$ of the ambient space, find estimates of the points $\left\{x_{1}, \ldots, x_{N}\right\}$, up to a rigid transformation.

With exact data, the problem can be posed and solved as a rank revealing factorization problem (see the appendix). With noisy measurements, however, the matrix $D$ is generically full rank. In this case, the relative (up to rigid transformation) point locations can be estimated by approximating $D$ by a rank- $(n+2)$ matrix $\widehat{D}$. In order to be a valid distance matrix, however, $\widehat{D}$ must have the structure $\widehat{D}=\mathscr{S}(\widehat{X})$, for some $\widehat{X}=\left[\begin{array}{lll}\widehat{x}_{1} & \cdots & \widehat{x}_{N}\end{array}\right]$, i.e., the estimation problem is a bilinearly structured low-rank approximation problem:

$$
\text { minimize } \quad \text { over } \widehat{D} \in \mathbb{R}^{N \times N} \text { and } \widehat{X} \in \mathbb{R}^{n \times N} \quad\|D-\widehat{D}\|_{\mathrm{F}} \quad \text { subject to } \quad \widehat{D}=\mathscr{S}(\widehat{X})
$$

where $\|\cdot\|_{F}$ is the Frobenius norm. Note that the rank constraint (1.2) is automatically satisfied by the structure constraint (1.1).

For comprehensive treatment of applications and solution methods for multidimensional scaling, the reader is refered to the books [4, 2].

### 1.3 Conic section fitting

A conic section is a static quadratic model. In this section, I show that the conic section fitting problem can be formulated as a low-rank approximation of an extended data matrix. The mapping from the original data to the extended data is called in the machine learning literature the feature map. In the application at hand, the feature map is naturally defined by the conic model, i.e., it is a quadratic function.

Let

$$
\left\{d_{1}, \ldots, d_{N}\right\} \subset \mathbb{R}^{2}, \quad \text { where } \quad d_{j}=\left[\begin{array}{l}
x_{j} \\
y_{j}
\end{array}\right]
$$

be the given data. A conic section is a set defined by a second order equation

$$
\begin{equation*}
\mathscr{B}(A, b, c):=\left\{d \in \mathbb{R}^{2} \mid d^{\top} A d+b^{\top} d+c=0\right\} . \tag{1.3}
\end{equation*}
$$

Here $A$ is a $2 \times 2$ symmetric matrix, $b$ is a $2 \times 1$ vector, and $c$ is a scalar. $A, b$, and $c$ are the parameters of the conic section. In order to avoid a trivial solution $\mathscr{B}=\mathbb{R}^{2}$, it is assumed that at least one of the parameters $A, b$, or $c$ is nonzero. The representation (1.3) is an implicit representation of the conic section, because it imposes a relation (implicit function) on the elements $x$ and $y$ of $d$. In special cases, it is possible to use explicit representations defined by a function from $x$ to $y$ or from $y$
to $x$, however, this approach is restrictive as it does not cover all conic sections (e.g., an ellipse can not be represented by a map from one variable to the other).

Defining the parameter vector

$$
\theta:=\left[\begin{array}{llllll}
a_{11} & 2 a_{12} & b_{1} & a_{22} & b_{2} & c
\end{array}\right]
$$

and the extended data vector

$$
d_{\mathrm{ext}}:=\left[\begin{array}{llllll}
x^{2} & x y & x & y^{2} & y & 1 \tag{1.4}
\end{array}\right]^{\top}
$$

we have that

$$
d \in \mathscr{B}(\theta)=\mathscr{B}(A, b, c) \quad \Longleftrightarrow \quad \theta d_{\mathrm{ext}}=0
$$

(The map $d \mapsto d_{\text {ext }}$, defined by (1.4), is the feature map for the conic section model.) Consequently, all data points $d_{1}, \ldots, d_{N}$ are fitted by the model if

$$
\theta \underbrace{\left[\begin{array}{ccc}
d_{\mathrm{ext}, 1} & \cdots & d_{\mathrm{ext}, N} \tag{1.5}
\end{array}\right]}_{D_{\mathrm{ext}}}=0 \quad \Longleftrightarrow \quad \operatorname{rank}\left(D_{\mathrm{ext}}\right) \leq 5
$$

Indeed, for $\theta \neq 0$, the left-hand-side of the equivalence states that $D_{\text {ext }}$ has a nontrivial left kernel. Since $D_{\text {ext }}$ has 6 rows (see (1.4)), its rank is at most 5. The mapping $D \mapsto D_{\text {ext }}$ is denoted by $\mathscr{S}$.

In the presence of noise, generically, $\operatorname{rank}\left(D_{\text {ext }}\right)>5$. Then, the aim is to
approximate the data points $d_{1}, \ldots, d_{N}$ by nearby points $\widehat{d_{1}}, \ldots, \widehat{d}_{N}$ that lie exactly on a conic section.

Minimizing the sum of squares of the orthogonal distances from the data points to their approximations leads to the structured low-rank approximation problem

$$
\text { minimize } \quad \text { over } \widehat{D} \in \mathbb{R}^{2 \times N} \quad\|D-\widehat{D}\|_{\mathrm{F}} \quad \text { subject to } \quad \operatorname{rank}(\mathscr{S}(\widehat{D})) \leq 5
$$

where

$$
D:=\left[\begin{array}{lll}
d_{1} & \cdots & d_{N}
\end{array}\right], \quad \widehat{D}:=\left[\begin{array}{lll}
\widehat{d}_{1} & \cdots & \widehat{d}_{N}
\end{array}\right]
$$

are the data matrix and the approximating matrix, respectively.
In the computer vision literature, see, e.g., the tutorial paper [23], conic section fitting by orthogonal projections is called geometric fitting. As shown above, the corresponding computational problem is a quadratically structured low-rank approximation problem. The problem is intuitively appealing, however, it is nonconvex and, moreover, leads to an inconsistent estimator. This has motivated work on easier to compute methods $[1,6,8,5,10,14,19]$ that also reduce or even eliminate the bias.

### 1.4 Fundamental matrix estimation

In two-dimensional motion analysis [11] a scene is captured by two cameras at fixed locations (stereo vision) and $N$ matching pairs of points

$$
\begin{equation*}
\left\{u_{1}, \ldots, u_{N}\right\} \subset \mathbb{R}^{2} \quad \text { and } \quad\left\{v_{1}, \ldots, v_{N}\right\} \subset \mathbb{R}^{2} \tag{1.6}
\end{equation*}
$$

are located in the resulting images. The corresponding points $u$ and $v$ in the two images satisfy what is called an epipolar constraint

$$
\left[\begin{array}{ll}
v^{\top} & 1
\end{array}\right] F\left[\begin{array}{l}
u  \tag{1.7}\\
1
\end{array}\right]=0, \quad \text { for some } F \in \mathbb{R}^{3 \times 3}, \text { with } \operatorname{rank}(F)=2
$$

The $3 \times 3$ matrix $F \neq 0$, called the fundamental matrix, characterizes the relative position and orientation of the cameras and does not depend on the selected pairs of points. Estimation of $F$ from data is a necessary calibration step in many computer vision methods.

The epipolar constraint (1.7) is linear in $F$. Indeed, defining

$$
d_{\mathrm{ext}}:=\left[\begin{array}{lllllllll}
u_{x} v_{x} & u_{x} v_{y} & u_{x} & u_{y} v_{x} & u_{y} v_{y} & u_{y} & v_{x} & v_{y} & 1 \tag{1.8}
\end{array}\right]^{\top} \in \mathbb{R}^{9}
$$

where $u=\left[\begin{array}{l}u_{x} \\ u_{y}\end{array}\right]$ and $v=\left[\begin{array}{l}v_{x} \\ v_{y}\end{array}\right]$, (1.7) can be written as

$$
\operatorname{vec}^{\top}(F) d_{\mathrm{ext}}=0
$$

Note that, as in the application for conic section fitting, the original data $(u, v)$ is mapped to an extended data vector $d_{\text {ext }}$ via a nonlinear function (a feature map). In this case, however, the function is bilinear.

Taking into account the epipolar constraints for all data points, we obtain the matrix equation

$$
\operatorname{vec}^{\top}(F) \underbrace{\left[\begin{array}{lll}
d_{\mathrm{ext}, 1} & \cdots & d_{\mathrm{ext}, N} \tag{1.9}
\end{array}\right]}_{D_{\mathrm{ext}}}=0
$$

The rank constraint imposed on $F$ implies that $F$ is a nonzero matrix. Therefore, by (1.9) $D_{\text {ext }}$ has a nontrivial left kernel and since $D_{\text {ext }}$ is $9 \times N$

$$
\operatorname{rank}\left(D_{\text {ext }}\right) \leq 8
$$

It can be concluded that for $N \geq 8$ data points, $D_{\text {ext }}$ is not full row rank. Moreover, if the left kernel is one dimensional, the fundamental matrix $F$ can be reconstructed up to a scaling factor from the data.

In the case of noisy data,
the aim is to perturb as little as possible the data (1.6), so that the perturbed data satisfies exactly the epipolar constraints for some $\widehat{F}$ with $\operatorname{rank}(\widehat{F})=2$.

The resulting estimation problem is a bilinearly structured low-rank approximation with an additional rank constraint. This problem defines a maximum-likelihood estimator for the true parameter value. As in the conic section fitting problem, the maximum-likelihood estimator is a nonconvex optimization problem and is inconsistent in the measurement errors or errors-in-variables setup. These facts motivated the development of methods that are convex and unbiased, see [21, 3, 9, 14] and the references there in. Closely related to the estimation of the fundamental matrix problem in two-view computer vision is the shape from motion problem [20].

### 1.5 Least squares contour alignment

Let $\mathscr{R}_{\theta}$ be the operator in $\mathbb{R}^{2}$ that rotates its argument by $\theta$ rad (positive angle corresponding to anticlockwise rotation) and let $\mathscr{R}_{\theta}^{\prime}$ be the operator that reflects its argument about a line, passing through the origin, at $\theta / 2 \mathrm{rad}$ with respect to the first basis vector (see Figure 1.1).


FIGURE 1.1: Rotation $\mathscr{R}_{\theta_{1}}$ and reflection $\mathscr{R}_{\theta_{2}}^{\prime}$ of a point $p$.
It can be shown that $\mathscr{R}_{\theta}$ and $\mathscr{R}_{\theta}^{\prime}$ have matrix representations

$$
\mathscr{R}_{\theta}(p)=\left[\begin{array}{cc}
\cos \theta & -\sin \theta \\
\sin \theta & \cos \theta
\end{array}\right] p=R_{\theta} p
$$

and

$$
\mathscr{R}_{\theta}^{\prime}(p)=\left[\begin{array}{cc}
\cos \theta & \sin \theta \\
\sin \theta & -\cos \theta
\end{array}\right] p=R_{\theta}^{\prime} p
$$

In [15], the authors considered transformation by rotation, scaling, and translation, i.e.,

$$
\begin{equation*}
\mathscr{A}_{a, \boldsymbol{\theta}, s}(p)=s \mathscr{R}_{\boldsymbol{\theta}}(p)+a, \tag{1.10}
\end{equation*}
$$

where $s>0$ is the scaling factor and $a \in \mathbb{R}^{2}$ is the translation parameter. The problem of determining the parameters $\theta, s$, and $a$ of a transformation $\mathscr{A}_{a, \theta, s}(p)$ that best, in a least squares sense, matches one set of points $p^{(1)}, \ldots, p^{(N)}$ to another set of points $q^{(1)}, \ldots, q^{(N)}$ can be used to align two explicitly represented contours, specified by corresponding points. Although this alignment problem is a nonlinear least squares problem in the parameters $\theta, s$, and $a$, it is shown in [15] that the change of variables

$$
b=\left[\begin{array}{l}
b_{1}  \tag{1.11}\\
b_{2}
\end{array}\right]=s\left[\begin{array}{c}
\cos \theta \\
\sin \theta
\end{array}\right] \quad, \quad\left[\begin{array}{l}
\theta \\
s
\end{array}\right]=\left[\begin{array}{c}
\sin ^{-1}\left(b_{2} /\|b\|\right) \\
\|b\|
\end{array}\right]
$$

results in an equivalent linear least squares problem in the parameters $a$ and $b$. This fact allowed efficient solution of image registration problems (see, e.g., [17, 16]) with a large number of corresponding points. The invariance to rigid transformation appears also in learning with linear functionals on reproducing kernel Hilbert space, see [22].

It is well known, however, that dilation and rigid transformation involves reflection, in addition to rotation, scaling, and translation. Therefore, the problem occurs of how to align optimally in a least squares sense the set of points

$$
\left\{p^{(1)}, \ldots, p^{(N)}\right\} \quad \text { and } \quad\left\{q^{(1)}, \ldots, q^{(N)}\right\}
$$

under reflection, rotation, scaling, and translation, i.e., transformation of the type

$$
\begin{equation*}
\mathscr{A}_{a, \theta_{1}, \theta_{2}, s}(p)=s \mathscr{R}_{\theta_{1}}\left(\mathscr{R}_{\theta_{2}}^{\prime}(p)\right)+a . \tag{1.12}
\end{equation*}
$$

In order to solve the problem of alignment by dilation and rigid transformation, first consider alignment by reflection, scaling, and translation, i.e., transformation of the type

$$
\begin{equation*}
\mathscr{A}_{a, \theta, s}^{\prime}(p)=s \mathscr{R}_{\theta}^{\prime}(p)+a . \tag{1.13}
\end{equation*}
$$

The solution of this latter problem, given in Section 1.5.1, also uses the change of variables (1.11) to convert the original nonlinear least squares problem to a linear one. The derivation given in Section 1.5.1, however, is different from the derivation in [15] and reveals a link between the alignment problems by rotation and reflection.

The solution to the general least squares alignment problem by rigid transformation is given in Section 1.5.2. Since a transformation (1.12) is either rotation, scaling, and translation, or reflection, scaling, and translation, the alignment problem (1.12) reduces to solving problems (1.10) and (1.13) separately, and choosing the solution that corresponds to the better fit.

In Section 1.5.4, I show that least squares alignment by rotation and reflection is equivalent to the orthogonal Procrustes problem [7, Page 601]. An extension of the orthogonal Procrustes problem to alignment by (1.12), presented in [18], gives an alternative solution method for contour alignment by dilation and rigid transformation. An advantage of the approach based on the orthogonal Procrustes problem is that the solution is applicable to data in higher dimensional space, however, the method requires singular value decomposition of a matrix computed from the data, which may be computationally more expensive than solving an ordinary linear least squares problem.

### 1.5.1 Alignment by reflection, scaling, and translation

Let $C_{1}$ and $C_{2}$ be the matrices of the stacked next to each other points $p^{(1)}, \ldots, p^{(N)}$ and $q^{(1)}, \ldots, q^{(N)}$, respectively, i.e.,

$$
C_{1}:=\left[\begin{array}{lll}
p^{(1)} & \cdots & p^{(N)}
\end{array}\right] \quad \text { and } \quad C_{2}:=\left[\begin{array}{lll}
q^{(1)} & \cdots & q^{(N)}
\end{array}\right]
$$

and let $\|\cdot\|_{\mathrm{F}}$ be the Frobenius norm, defined as

$$
\left\|C_{1}\right\|_{\mathrm{F}}:=\sqrt{\sum_{i=1}^{N}\left\|p^{(i)}\right\|_{2}^{2}}
$$

The problem considered in this section is is least squares alignment by reflection:

$$
\begin{align*}
& \text { minimize } \quad\left\|C_{1}-\mathscr{A}_{a, \theta, s}^{\prime}\left(C_{2}\right)\right\|_{\mathrm{F}}  \tag{1.14}\\
& \text { over } \quad a \in \mathbb{R}^{2}, s>0, \theta \in[-\pi, \pi)
\end{align*}
$$

Similarly to the alignment by rotation problem

$$
\begin{align*}
& \text { minimize } \quad\left\|C_{1}-\mathscr{A}_{a, \theta, s}\left(C_{2}\right)\right\|_{\mathrm{F}} \\
& \text { over } \quad a \in \mathbb{R}^{2}, s>0, \theta \in[-\pi, \pi) \tag{1.15}
\end{align*}
$$

(1.14) is a nonlinear least squares problem in the parameters $\theta, s$, and $a$. The change of variables (1.11), however, also transforms problem (1.14) into a linear least squares problem.

Theorem 2 (Alignment by reflection, scaling, and translation). Problem (1.14) is equivalent to the linear least squares problem

$$
\text { minimize } \quad \text { over } a, b \in \mathbb{R}^{2} \quad\left\|\operatorname{vec}\left(C_{1}\right)-\left[\left(C_{2}^{\top} \otimes I_{2}\right) E \quad \mathbf{1}_{N} \otimes I_{2}\right]\left[\begin{array}{l}
b  \tag{1.16}\\
a
\end{array}\right]\right\|_{2}
$$

where $\operatorname{vec}(\cdot)$ is the column-wise matrix vectorization operator, $\otimes$ is the Kronecker product,

$$
\mathbf{1}_{N}:=\left[\begin{array}{c}
1  \tag{1.17}\\
\vdots \\
1
\end{array}\right] \in \mathbb{R}^{N}, E:=\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
0 & 1 \\
-1 & 0
\end{array}\right], \text { and } I_{2}:=\left[\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right] .
$$

The one-to-one relation between the parameters $\theta$, s and $b_{1}, b_{2}$ is given by (1.11).
Proof. Note that

$$
\mathscr{A}_{a, \theta, s}^{\prime}\left(C_{2}\right)=s R_{\theta}^{\prime} C_{2}-a \mathbf{1}_{N}^{\top} .
$$

Using the identity,

$$
\operatorname{vec}(A X B)=\left(B^{\top} \otimes A\right) \operatorname{vec}(X)
$$

we rewrite the cost function of (1.14) as

$$
\begin{gathered}
\left\|C_{1}-I_{2}\left[\begin{array}{cc}
s \cos \theta & s \sin \theta \\
s \sin \theta & -s \cos \theta
\end{array}\right] C_{2}-a\right\|_{\mathrm{F}}=\left\|\operatorname{vec}\left(C_{1}\right)-\left(C_{2}^{\top} \otimes I_{2}\right)\left[\begin{array}{c}
s \cos \theta \\
s \sin \theta \\
s \sin \theta \\
-s \cos \theta
\end{array}\right]-a\right\|_{2} \\
=\left\|\operatorname{vec}\left(C_{1}\right)-\left(C_{2}^{\top} \otimes I_{2}\right)\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
0 & 1 \\
-1 & 0
\end{array}\right]\left[\begin{array}{c}
s \cos \theta \\
s \sin \theta
\end{array}\right]-a\right\|_{2}
\end{gathered}
$$

Problem (1.14) and the relation (1.11) follows by setting

$$
b_{1}:=s \cos \theta \quad \text { and } \quad b_{2}:=s \sin \theta
$$

Note 1 (Alignment by rotation, scaling, and translation). The above solution of problem (1.14) can be modified easily for the corresponding alignment problem with rotation (1.15), giving an alternative shorter proof to Theorem 1 in [15]. Indeed, the only necessary modification is to replace the matrix $E$ in (1.17) by

$$
E=\left[\begin{array}{cc}
1 & 0 \\
0 & 1 \\
0 & -1 \\
1 & 0
\end{array}\right]
$$

Example 3. As an illustration of the presented alignment procedure consider the contours shown in Figure 1.2. The optimal alignment by rotation, scaling, and translation is shown in Figure 1.3, right, and the optimal alignment by reflection, scaling, and translation is shown in Figure 1.3, left.

### 1.5.2 Alignment by rigid transformation

The problem considered in this section is:

$$
\begin{align*}
& \operatorname{minimize} \quad\left\|C_{1}-\mathscr{A}_{a, \theta_{1}, \theta_{2}, s}\left(C_{2}\right)\right\|_{\mathrm{F}}  \tag{1.18}\\
& \text { over } \quad a \in \mathbb{R}^{2}, s>0, \theta_{1}, \theta_{2} \in[-\pi, \pi)
\end{align*}
$$

The following fact allows us to reduce problem (1.18) to the already studied problems (1.14) and (1.15).

Proposition 1. A transformation by rotation and reflection, $R_{\theta_{1}}\left(R_{\theta_{2}}^{\prime}(p)\right)$, is equivalent to a transformation by an orthogonal matrix $Q p$. Moreover,

$$
Q p=R_{\theta}(p), \quad \text { if } \operatorname{det}(Q)=1
$$



FIGURE 1.2: Example of contour alignment problem (1.14): given contours $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ with corresponding points $p^{(i)} \leftrightarrow q^{(i)}$, find a transformation $\mathscr{\mathscr { A }}_{a, \theta, s}^{\prime}$ that minimizes the distance between $C_{1}$ and the transformed contour $\mathscr{\mathscr { A }}_{a, \theta, s}^{\prime}\left(C_{2}\right)$.



FIGURE 1.3: Left: optimal alignment of $\mathscr{C}_{2}$ to $\mathscr{C}_{1}$ and $\mathscr{C}_{1}$ to $\mathscr{C}_{2}$ by $\mathscr{A}_{a, \theta, s}^{\prime}$ (reflection), Right: optimal alignment of $\mathscr{C}_{2}$ to $\mathscr{C}_{1}$ and $\mathscr{C}_{1}$ to $\mathscr{C}_{2}$ by $\mathscr{A}_{a, \theta, s}$ (rotation).
and

$$
Q p=R_{\theta}^{\prime}(p), \quad \text { if } \operatorname{det}(Q)=-1
$$

where, in either case,

$$
\begin{equation*}
\theta=\cos ^{-1}\left(q_{11}\right) \tag{1.19}
\end{equation*}
$$

Proof. The matrix $R_{\theta_{1}} R_{\theta_{2}}^{\prime}$ is orthogonal, because $R_{\theta_{1}}$ and $R_{\theta_{2}}^{\prime}$ are orthogonal matrices and the product of orthogonal matrices is an orthogonal matrix. Next, I show that an orthogonal matrix $Q$ is either a rotation matrix $R_{\theta}$, for some $\theta \in[-\pi, \pi)$, or a reflection matrix $R_{\theta}^{\prime}$, for some $\theta \in[-\pi, \pi)$.

Since $Q$ is orthogonal

$$
\left[\begin{array}{ll}
q_{11} & q_{12} \\
q_{21} & q_{22}
\end{array}\right]\left[\begin{array}{ll}
q_{11} & q_{21} \\
q_{12} & q_{22}
\end{array}\right]=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] .
$$

Without loss of generality we can choose

$$
q_{11}=\cos \theta \quad \text { and } \quad q_{12}=\sin \theta
$$

Then, there are two possibilities for $q_{21}$ and $q_{22}$

$$
q_{21}=\cos (\theta+\pi / 2) \quad \text { and } \quad q_{22}=\sin (\theta+\pi / 2)
$$

or

$$
q_{21}=\cos (\theta-\pi / 2) \quad \text { and } \quad q_{22}=\sin (\theta-\pi / 2)
$$

In the first case, $Q$ is a rotation matrix and in the second case $Q$ is a reflection matrix. Therefore,

$$
Q=R_{\theta} \quad \text { or } \quad Q=R_{\theta}^{\prime},
$$

where

$$
\theta=\cos ^{-1}\left(q_{11}\right)
$$

It is easy to check that

$$
\operatorname{det}\left(R_{\theta}\right)=1 \quad \text { and } \quad \operatorname{det}\left(R_{\theta}^{\prime}\right)=-1, \quad \text { for any } \theta
$$

The result of Proposition 1 shows that problem (1.18), can be solved by the following procedure.

1. Solve the alignment problem by reflection (1.14).
2. Solve the alignment problem by rotation (1.15).
3. Select the solution of the problem that gives smaller cost function value.

Since, problems (1.14) and (1.15), are already solved in Section 1.5.1, we have a complete solution to (1.18).

### 1.5.3 Invariance properties and a distance measure

It turns out that the minimum value of (1.18)

$$
\operatorname{dist}^{\prime}\left(C_{1}, C_{2}\right):=\min _{a \in \mathbb{R}^{2}, s>0, \theta_{1}, \theta_{2} \in[-\pi, \pi)}\left\|C_{1}-\mathscr{A}_{a, \theta_{1}, \theta_{2}, s}\left(C_{2}\right)\right\|_{\mathrm{F}}
$$

is not a proper distance measure. (A counter example is given in Example 6.) Proposition 4 (invariance) and Theorem 7 (distance measure) stated and proved in [15] for alignment by (1.10), however, hold for the more general problem of alignment by dilation and rigid transformation.
Proposition 2. If the contours $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$, defined by the sets of corresponding points $\left\{p^{(i)}\right\}$ and $\left\{p^{(i)}\right\}$, are centered (i.e., $C_{1} \mathbf{1}_{N}=C_{2} \mathbf{1}_{N}=0$ ), dist' $\left(C_{1}, C_{2}\right)$ is invariant to a rigid transformation, i.e.,

$$
\begin{align*}
\operatorname{dist}^{\prime}\left(C_{1}, C_{2}\right) & =\operatorname{dist}^{\prime}\left(\mathscr{R}_{\theta}\left(C_{1}\right), \mathscr{R}_{\theta}\left(C_{2}\right)\right) \\
& =\operatorname{dist}^{\prime}\left(\mathscr{R}_{\theta}^{\prime}\left(C_{1}\right), \mathscr{R}_{\theta}^{\prime}\left(C_{2}\right)\right), \text { for any } \theta \in[-\pi, \pi) . \tag{1.20}
\end{align*}
$$

If, in addition, $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$ are normalized by $\left\|C_{1}\right\|_{\mathrm{F}}=\left\|C_{2}\right\|_{\mathrm{F}}=1$,

$$
\begin{equation*}
\operatorname{dist}^{\prime}\left(C_{1}, C_{2}\right)=\operatorname{dist}^{\prime}\left(C_{2}, C_{1}\right) \tag{1.21}
\end{equation*}
$$

Example 4. Consider again the contours from Example 3. The points $p^{(i)}$ and $q^{(i)}$ are preprocessed, so that the resulting contours, say $\mathscr{C}_{1, c}$ and $\mathscr{C}_{2, c}$, are centered. As a numerical verification of (1.20), we have

$$
\begin{aligned}
\operatorname{dist}^{\prime}\left(C_{1, c}, C_{2, c}\right) & =\operatorname{dist}^{\prime}\left(\mathscr{R}_{0.3}\left(C_{1, c}\right), \mathscr{R}_{0.3}\left(C_{2, c}\right)\right) \\
& =\operatorname{dist}^{\prime}\left(\mathscr{R}_{0.3}^{\prime}\left(C_{1, c}\right), \mathscr{R}_{0.3}^{\prime}\left(C_{2, c}\right)\right)=0.40640 .
\end{aligned}
$$

Let, in addition, the points $p^{(i)}$ and $q^{(i)}$ be preprocessed, so that the resulting contours, say $\mathscr{C}_{1, c n}$ and $\mathscr{C}_{2, c n}$, are centered and normalized. As a numerical verification of (1.21), we have

$$
\operatorname{dist}^{\prime}\left(C_{1, c n}, C_{2, c n}\right)=\operatorname{dist}^{\prime}\left(C_{2, c n}, C_{1, c n}\right)=0.11271
$$

As in the case of the transformation (1.10), treated in [15, Section III], the following definition gives a distance measure.

Definition 1 (2-norm distance between contours modulo rigid transformation).

$$
\begin{align*}
\operatorname{dist}\left(C_{1}, C_{2}\right):=\frac{1}{\left\|C_{1}-\frac{1}{N} C_{1} \mathbf{1}_{N} \mathbf{1}_{N}^{\top}\right\|_{\mathrm{F}}} \times & \\
& \min _{a \in \mathbb{R}^{2}, s>0, \theta_{1}, \theta_{2} \in[-\pi, \pi)}\left\|C_{1}-\mathscr{A}_{a, \theta_{1}, \theta_{2}, s}\left(C_{2}\right)\right\|_{\mathrm{F}} . \tag{1.22}
\end{align*}
$$

Theorem 5. The distance measure $\operatorname{dist}\left(C_{1}, C_{2}\right)$ is symmetric and invariant to dilation and a rigid transformation, i.e.,

$$
\begin{align*}
\operatorname{dist}\left(C_{1}, C_{2}\right)=\operatorname{dist}\left(C_{2}, C_{1}\right)= & \operatorname{dist}\left(\mathscr{A}_{a, \theta_{1}, \theta_{2}, s}\left(C_{1}\right), \mathscr{A}_{a, \theta_{1}, \theta_{2}, s}\left(C_{2}\right)\right), \\
& \text { for all } a \in \mathbb{R}^{2}, \theta_{1}, \theta_{2} \in[-\pi, \pi), \text { and } s>0 . \tag{1.23}
\end{align*}
$$

Example 6. For the contours in Example 3, we have

$$
\operatorname{dist}^{\prime}\left(C_{1}, C_{2}\right)=0.40640 \quad \text { and } \quad \operatorname{dist}^{\prime}\left(C_{2}, C_{1}\right)=0.20748
$$

while

$$
\operatorname{dist}\left(C_{1}, C_{2}\right)=\operatorname{dist}\left(C_{2}, C_{1}\right)=0.11271
$$

### 1.5.4 Contour alignment as an orthogonal Procrustes problem

As a consequence of Proposition 1, we have that

$$
\begin{align*}
& \text { problem (1.18) is equivalent to } \\
& \qquad \begin{array}{l}
\text { minimize }\left\|C_{1}-s Q C_{2}-a\right\|_{\mathrm{F}} \\
\\
\text { subject to } Q^{\top} Q=I_{2} \\
\\
\text { over } \quad a \in \mathbb{R}^{2}, s>0, Q \in \mathbb{R}^{2 \times 2} .
\end{array}
\end{align*}
$$

In turn, problem (1.24) is related to the orthogonal Procrustes problem in numerical linear algebra.

Problem 1 (Orthogonal Procrustes problem). Given $q \times N$ real matrices $C_{1}$ and $C_{2}$,

$$
\text { minimize } \quad \text { over } Q \quad\left\|C_{1}-Q C_{2}\right\|_{\mathrm{F}} \quad \text { subject to } \quad Q^{\top} Q=I_{q}
$$

The classical solution of the orthogonal Procrustes problem is given by

$$
Q=U V^{\top}
$$

where $U \Sigma V^{\top}$ is the singular value decomposition (SVD) of $C_{1}^{\top} C_{2}$, see [7, Page 601].
The orthogonal Procrustes problem does not involve scaling and translation. The extension of the problem to alignment by dilation and rigid transformation is done in [18]. The resulting procedure is summarized in Algorithm 1. It presents an alternative solution approach for solving problem (1.18). Compared to the solution proposed in Section 1.5.4, Algorithm 1 has the advantage of being applicable to data of any dimension ( $C_{1}, C_{2} \in \mathbb{R}^{q \times N}$, for any natural number $q$ ), i.e., the solution based on the orthogonal Procrustes problem is applicable to contours in spaces of dimension higher than 2.

The solution based on the orthogonal Procrustes problem, however, uses the singular value decomposition, while the solution proposed in Section 1.5.4 involves two ordinary least least squares problems. Therefore, an advantage of the proposed solution is its conceptual simplicity. In particular, exploiting the Kronecker structure of the coefficients matrix in (1.16) one can derive an efficient algorithm for alignment of contours specified by a large number of corresponding points. Furthermore, in the case of sequential but not necessarily corresponding points (see, [15, Section IV]), $N$ alignment problems are solved, which makes the computational efficiency an important factor.

## Algorithm 1 Algorithm for least-squares contour alignment, based on the orthogonal Procrustes problem.

Require: Contours with corresponding points, specified by matrices $C_{1}$ and $C_{2}$.
1: Centering of the contours:

$$
C_{i, \mathrm{c}}:=C_{i}-a^{(i)} \mathbf{1}_{N}^{\top}, \quad \text { where } a^{(i)}:=\frac{1}{N} C_{i} \mathbf{1}_{N}
$$

2: Alignment of the centered data by orthogonal transformation:

$$
Q:=U V^{\top}, \quad \text { where } U \Sigma V^{\top} \text { is the SVD of } C_{2, \mathrm{c}}^{\top} C_{1, \mathrm{c}} .
$$

3: Computation of the scaling parameter:

$$
s:=\frac{\operatorname{trace}\left(Q C_{2} C_{1}^{\top}\right)}{\left\|C_{2, \mathrm{c}}\right\|_{\mathrm{F}}^{2}}
$$

4: Rigid transformation of $C_{2}$ to fit $C_{1}$ :

$$
\widehat{C}_{1}:=s Q\left(C_{2}-a^{(2)} \mathbf{1}_{N}^{\top}\right)+a^{(1)} \mathbf{1}_{N}^{\top} .
$$

Ensure: Rigid transformation parameters:

- $a^{(1)}-s Q a^{(2)}-$ translation,
- $Q$ - orthogonal transformation, and
- $s$ - scaling.


### 1.6 Conclusions

This chapter illustrated the claim that every data modeling problem is related to a (structured) low-rank approximation problem for a matrix obtained from the data via a nonlinear transformation (feature map) by four specific examples in computer vision: multidimensional scaling, conic section fitting, fundamental matrix estimation, and contour alignment. In multidimensional scaling, the data is the squared distances between a set of points and the structure of the low-rank approximation problem is given by (1.1). This structure automatically makes the constructed matrix rank deficient, so that the low-rank approximation problem has no additional rank constraint. In the conic section fitting problem, the feature map is a quadratic function and, in the fundamental matrix estimation problem, the feature map is a bilinear function. Finally the contour alignment problem was reduced to the orthogonal Procrustes problem, which is a low-rank approximation problem with an additional orthogonality constraint. A summary of the application is given in Table 1.1.

TABLE 1.1: Summary of applications, matrix structures, and rank constraints.

| application | data | data matrix | structure | rank $=$ |
| :---: | :---: | :---: | :---: | :---: |
| multidim. <br> scaling | distances $d_{i j}$ <br> pair-wise | $\left[d_{i j}\right]$ | $(1.1)$ | $\operatorname{dim}(x)+2$ |
| conic section <br> fitting | points $d_{i}$ | $(1.4),(1.5)$ | quadratic | 5 |
| fundamental <br> matrix <br> estimation | corresponding <br> points $u_{j}, v_{j}$ | $(1.8),(1.9)$ | bilinear | 8 |
| contour <br> alignment | corresponding <br> points $C_{1}, C_{2}$ | $\left[\begin{array}{l}C_{1} \\ C_{2}\end{array}\right]$ | unstructured | 2 |
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## Appendix: Position estimation from exact and complete distances

Consider the change of variables

$$
\begin{equation*}
S:=X^{\top} X \tag{A.1}
\end{equation*}
$$

The inverse transformation $S \mapsto X$ is a set valued function with nonuniqueness described by the orthogonal transformation $X \mapsto R X$ (i.e., rotation or reflection of the set of points $X$ ). A particular solution of the equation (A.1), for given symmetric matrix $X$ of rank at most $n$, can be computed by the eigenvalue decomposition of $X$. Let

$$
S=V \Lambda V^{\top}=\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]\left[\begin{array}{ll}
\Lambda_{1} & \\
& 0
\end{array}\right]\left[\begin{array}{ll}
V_{1} & V_{2}
\end{array}\right]^{\top},
$$

where the diagonal elements of $\Lambda_{1}$ are all positive, be the eigenvalue decomposition of $X$. Then

$$
\sqrt{\Lambda_{1}} V_{1}^{\top}=R X
$$

for some orthogonal matrix $R$.
Equation (1.1) is linear in $S$. We have,

$$
\begin{equation*}
\operatorname{vec}(D)=\left(\mathbf{1}_{N} \otimes E+E \otimes \mathbf{1}_{N}-2 I\right) \operatorname{vec}(S)=: L \operatorname{vec}(S) \tag{A.2}
\end{equation*}
$$

Furthermore, taking into account the symmetry of $D$ and $S$, (A.2) becomes

$$
\begin{equation*}
\operatorname{vec}_{\mathrm{s}}(D)=L_{\mathrm{s}} \operatorname{vec}_{\mathrm{s}}(S) \tag{A.3}
\end{equation*}
$$

The matrix $L_{\mathrm{s}}$ is of size $N_{\mathrm{s}} \times N_{\mathrm{s}}$, where $N_{\mathrm{s}}:=N(N+1) / 2$, and is a submatrix of $L \in \mathbb{R}^{N \times N}$.

The system of linear equations (A.3) has $N_{\mathrm{S}}$ equations and $N_{\mathrm{S}}$ unknowns. The matrix $L_{\mathrm{s}}$, however, is rank deficient

$$
\operatorname{rank}\left(L_{\mathrm{s}}\right)=N_{\mathrm{s}}-N
$$

so that a solution is nonunique. (Assuming that $D$ is a distance matrix, an exact solution of (A.3) exists.) We are aiming at a solution $S$ of (A.3) of rank at most $n$, finding such a solution in the affine set of solutions is a hard problem.

A simple transformation avoids the nonuniqueness issue. The translated set of points

$$
\bar{X}:=X-x_{1} \mathbf{1}_{N}^{\top}=\left[\begin{array}{llll}
0 & \bar{x}_{2} & \cdots & \bar{x}_{N}
\end{array}\right]
$$

has the same distance matrix as $X$, i.e., $\mathscr{S}(\bar{X})=D$. The change of variables (A.1) then results in a matrix

$$
\bar{S}:=\bar{X}^{\top} \bar{X}=\left[\begin{array}{cc}
0_{1 \times 1} & 0_{N-1 \times 1} \\
0_{1 \times N-1} & *
\end{array}\right]
$$

so that

$$
\operatorname{vec}_{\mathrm{s}}(\bar{S})=\left[\begin{array}{c}
0_{N \times 1} \\
*
\end{array}\right] .
$$

From (A.3), we have

$$
\operatorname{vec}_{\mathrm{s}}(D)=L_{\mathrm{S}}\left[\begin{array}{c}
0_{N \times 1}  \tag{A.4}\\
\bar{s}
\end{array}\right]=: L_{\mathrm{S}}(:, N+1:) \bar{s}
$$

The submatrix $L_{\mathrm{S}}(:, N+1:)$ of $L_{\mathrm{S}}$ is full column rank, which implies that $\bar{s}$ is the unique solution of (A.4)


## Bibliography

[1] F. L. Bookstein. Fitting conic sections to scattered data. Computer Graphics Image Proc., 9:59-71, 1979.
[2] I. Borg and P. Groenen. Modern Multidimensional Scaling: Theory and Applications. Springer, 2005.
[3] S. Chaudhuri and S. Chatterjee. Recursive estimation of motion parameters. Computer Vision and Image Understanding, 64(3):434-442, November 1996.
[4] T. Cox and M. Cox. Multidimensional Scaling, Second Edition. CRC Press, 2000.
[5] A. Fitzgibbon, M. Pilu, and R. Fisher. Direct least-squares fitting of ellipses. IEEE Trans. Pattern Anal. Machine Intelligence, 21(5):476-480, 1999.
[6] W. Gander, G. Golub, and R. Strebel. Fitting of circles and ellipses: Least squares solution. BIT, 34:558-578, 1994.
[7] G. Golub and C. Van Loan. Matrix Computations. Johns Hopkins University Press, third edition, 1996.
[8] K. Kanatani. Statistical bias of conic fitting and renormalization. IEEE Trans. Pattern Anal. Machine Intelligence, 16(3):320-326, 1994.
[9] A. Kukush, I. Markovsky, and S. Van Huffel. Consistent fundamental matrix estimation in a quadratic measurement error model arising in motion analysis. Comput. Statist. Data Anal., 41(1):3-18, 2002.
[10] A. Kukush, I. Markovsky, and S. Van Huffel. Consistent estimation in an implicit quadratic measurement error model. Comput. Statist. Data Anal., 47(1):123-147, 2004.
[11] Y. Ma, S. Soatto, J. Kosecká, and S. Sastry. An Invitation to 3-D Vision, volume 26 of Interdisciplinary Applied Mathematics. Springer, 2004.
[12] I. Markovsky. Structured low-rank approximation and its applications. Automatica, 44(4):891-909, 2008.
[13] I. Markovsky. Low Rank Approximation: Algorithms, Implementation, Applications. Communications and Control Engineering. Springer, 2012.
[14] I. Markovsky, A. Kukush, and S. Van Huffel. Consistent least squares fitting of ellipsoids. Numerische Mathematik, 98(1):177-194, 2004.
[15] I. Markovsky and S. Mahmoodi. Least-squares contour alignment. IEEE Signal Proc. Letters, 16(1):41-44, 2009.
[16] J. Marques. A fuzzy algorithm for curve and surface alignment. Pattern Recognition Letters, 19:797-803, 1998.
[17] J. Marques and A. Abrantes. Shape alignment-optimal initial point and pose estimation. Pattern Recognition Letters, 18:49-53, 1997.
[18] P. Schönemann and R. Carroll. Fitting one matrix to another under choice of a central dilation and a rigid motion. Psychometrika, 35(2):245-255, 1970.
[19] S. Shklyar, A. Kukush, I. Markovsky, and S. Van Huffel. On the conic section fitting problem. Journal of Multivariate Analysis, 98:588-624, 2007.
[20] C. Tomasi and T. Kanade. Shape and motion from image streames: A factorization method. Proc. Natl. Adadem. Sci. USA, 90:9795-9802, 1993.
[21] P. Torr and D. Murray. The development and comparison of robust methods for estimating the fundamental matrix. Int. J. Computer Vision, 24(3):271-300, 1997.
[22] Xinhua Zhang, Wee Sun Lee, and Yee Whye Teh. Learning with invariance via linear functionals on reproducing kernel Hilbert space. In Proc. of the Neural Information Processing Systems (NIPS) conference, pages 2031-2039, 2013.
[23] Z. Zhang. Parameter estimation techniques: A tutorial with application to conic fitting. Image Vision Comp. J., 15(1):59-76, 1997.

