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The simulation problem

Classical simulation problem: Given
e system & := %#(A,B,C,D),
e inputu € (RMt, and
e initial conditions x;,; € R",
find the response y of % to u and ini. cond. Xip;.

Data-driven simulation problem: Given
e trajectory wy = (Ug,Yq) € (RY)" of %,

e input u € (RM!, and

« initial trajectory wipj € (RY)"ini, winj € %, ,

find the response y of % to u, such that (Wini, (U,y)) € Zr, 41
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Notation
w— # of external variables, m— # of inputs, p — # of outputs
N:={1,2,...} —time axis
, . oxX =Ax+Bu
7 —
ZA(A,B,C,D) — the system defined by y — Cx +Du
Restriction of the system behavior 4 to the interval 1,2, ...t
Py = {wp € (R™)! | there is w; such that (wp,ws) € %}
lag(#) — lag of # (observability index of 1/S/O repr.)
order(#) — order of #
We assume that an input/output partition of the variables is given.
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Notes:
o A is specified implicitly by wy,
¢ the initial condition X, is specified implicitly by wiy;.

Algorithm 1: data-driven simulation, using I/S/O repr.
1. identification wy+— (A,B,C,D)
2. observer (Win,(A,B,C,D)) — Xini
3. classical simulation  (u,Xini,(A,B,C,D)) —y

Can we find y without deriving an explicit representation of %?
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Notation for Hankel matrices

Given a signal w = (w(1),...,w(T)) and t < T, define

'w(l) w(2) w(3) w(T —t+1)]
w(2) w(3) w(4) w(T —t+2)
Aw) = [WB)  w(4)  w(5) w(T —t+3)
_W.(t) W(t.—l—l) W(t'—|—2) W(.T) ]

block-Hankel matrix with t block-rows, composed of w
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Construction of responses from data

Problem: Findy, such that (wini,(u,y)) € 2, where iy, u
are given, and % is implicitly defined by wy.

There is g, such that

jﬁ—ini+t(wd)g = (W|n|7 (u7y))
The eqgns with RHS y, define y, for given g. The others restrict g.
Generic data-driven simulation algorithm:

1. compute any solution g of the equations with RHS wip;, u
2. substitute g in the equations for y
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Basic idea

Assuming that wy is a trajectory of # (exact data),

lin. comb. of the columns of .7 (wq) are trajectories of 4, i.e.,

forallg, JG(wq)9 € %

Under additional conditions—persistency of excitation of ug and
controllability of #—every trajectory can be generated that way.

In what follows, we assume that these conditions are satisfied.

— computing the response of % to given input and initial
conditions from data wy, requires choosing a suitable g
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Define
U = jiél'inﬁt(ud)a Y = v%él'ini—H(Yd)

and the partitionings
_|Yp 1Yp
U= {UJ , Y =: {YJ )

Algorithm 2: data-driven simulation
1. compute the least norm solution of

Up Uinj
Yp 9= | Yini
Us u

2. compute y := Y¢g.
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Special case u = 0: free response

Allows to compute an observability matrix ¢ of % from data,
by finding n > order(%) linearly indep. free responses.

Let /max be an upper bound for the lag of % and take Tinj = /max-

Algorithm 3: compute an observability matrix &
1. compute the least norm solution of

Up Up
Us 0
2. compute Y :=Y;G

3. compute a rank revealing factorization Y = &'Xjpi
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Algorithm 4: compute a basis of %
1. compute the least norm solution of

Up 0
Hi
Ut %,tm(ud)

2. compute Yq :=YG

Then image(Yy) = image (%(h)) = %o,.
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Special case wj,j = 0: zero initial cond. response

Let h be the impulse response of %4, and define

. _
h(1) h(0)

Zi(h):=| h(2) h(1) h(0)
h(t-1) - - h() h().

For any w = col(u,y) € %,

Y = OXini + Z(h)u

We can compute a basis for %4, ; :=image (.7 (h)) from data,
by finding tmlin. indep. zero initial cond. responses.
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Special case wj,j = 0, u = 15: impulse response

With the same construction we can find the first t Markov
parameters of %4, which is a system identification method.

Algorithm 5: compute the impulse response
1. compute the least norm solution of

Up 0
Y| G= 0
Us col(lm,0)

2. compute h :=Y;G
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Closed-loop system %

The interconnected system plant-controller

—

¢ —4 4 y

r

%{6’ == %ext ﬂ Cg

where
PBext = {(r,w) e (R"™T |wez}

Note: Open-loop is a special case when % does not restrict y
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We aim to compute for given wy, %, and ry, the signals w;, s.t.

(rr,Wy) € By <— { W € % { 39, s.t. w,=M(0)g

(rr,Wr) GCK R(G)CO|(I'r,Wr) :0
where (assuming 4 is controllable)
% =:image (M(0)) and ¢ =:{(r,w)|R(o)col(r,w)=0}.

T T

image representation of % kernel representation of ¢

Assuming that u is persistent,

w=M(0)g <= W=7 (Wy)g
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Closed-loop data-driven simulation

Given
e traj. Wq = (Ug,Yq) = (Wg(1),...,wg(T)) of an LTI system %;
e LTI controller ¢, with inputs r,y and output u; and
« reference signal r, = (r,(1),...,r(Tr));

find the set of responses w; of % to the reference signal r,.
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Polynomial operator < banded Toeplitz operator

Banded upper-triang. Toeplitz matrix, parameterized by r € R¥*" [z]

ro r n o --. 0

F(r) = 0O rp np n
0
0 0O ro np n

Association of polynomials of degree < n and vectors in R"+1
a(z)=ap+aiz+---+apz" < col(ag,as,...,an)
We have

a(z)b(z) e <7deg(b)+1(a)b:%eg(aHl(b)a
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Under controllability and persistency of excitation

w = M(0)g W, = 4, (Wig)g
{ R(o)col(rr,wy)=0 { %r(R)coI(r?,wr)zo

LetR =: [R; Ry], where R, € R™" [z] and Ry, € RV"[z].
%r(R)COI(rr,Wr):O — %r(Rw)Wr:—%r(Rr)rr

1, (Rw) 7, (Wa) 9 = — 77, (Re)re

~ —_———

-~

A b
Let go be particular solution and N be basis for ker(A).

4 :={go+Nz |z ¢ RN}
and the set of responses w, of %y to r; is
Wi = S (Wg)¥ = { 4. (Wa)To -+ (Wg)Nz | z € REOIIMN)
N——

Wr 0
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Example

#={(uy)e®*)"|oy-y=u}

Ca={(r,uy)|u=—a(r—y)}, witha=0.5

e Wq — response of %y, , torandomr, y(0) =0; T =50

0, fort=1,...,5
rr(t):{

1, fort=6,...,10.

Kernel representation of ¢y is givenbyR=[a 1 —a].

2 is controllable and uq is persistently exciting of order 25
(T +order(#) = 11)

Apply the data-driven closed-loop algorithm to get w, g and N,y.

Closed-loop data-driven simulation

Algorithm for closed-loop data-driven simulation

Input: wg € (RY)T, R e R™*(+W[z], and r, € (R")™

1: Compute the least-norm solution g of the system of
equations I, (Rw )74, (Wq)g = — 77, (Re )1t

2: Let Wy := 4, (Wg)do

3: Compute a matrix N which columns form a basis for the
column span of .77 (Rw )74, (Wq)

4: Let Ny be a basis for the column span of 77 (wg)N

Output: w;o and Ny
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We should verify that

{Weo+Nwz | 2 e R} = {y € @Y™ | (Iry) € P, }

A W

In order to do this, we will show that
1. w, is a response of %y, driven by r,
2. Ny is a zero input response of %, , and

3. dim(#%) = dim(%).

Indeed .
temsland2 = % C ¥

and item 3 ensures that equality holds.
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Note that
dim(#;) = order(#) +order(%y) =1

and it turns out that
dim(#) = coldim(Ny ) = rank (., (wg)N) = 1
so item 3 holds.
Verifying items 1 and 3, we check that
(r,Wro) € By, , (0,Nw) € HBe,
These are state estimation problems. It turns out that
y(0) =0.2937 ~ (r,w;p) and y(0)=—0.7746 ~- (0,Ny)

so items 1 and 2 hold.

r=0 and w = (u,y) =Ny
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